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Abstract   

This paper extends the literature on monopsony and labor market concentration by taking a skill-
based approach and estimates the causal effect of monopsony power on labor market outcomes.  
The prior literature has focused on industry and occupation concentration and likely overstates 
the degree of monopsony power, since worker skills are substitutable across different firms, 
occupations and industries. Exploiting linked employer-employee data that cover the universe of 
Norwegian workers over time, we find that our skill-based monopsony measure shows lower 
degrees of monopsony power than the conventional industry-and occupation-based measures. 
However, we also find that the gender gap in concentration is substantially larger using the skill-
based measure relative to the occupation- or industry-based measures. Using mass layoffs and 
establishment closures as an exogenous shock to labor demand, we find that workers who 
experience a mass separation have substantially worse subsequent labor market outcomes when 
they are in more concentrated skill clusters. Our results point to the existence of employer market 
power in the economy that is driven by the concentration of skill demand across firms.  
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1. Introduction 

The extent to which employers exercise monopsony power in labor markets is a core empirical 

question that has wide-ranging implications for workers, firms, and labor market regulation. 

Because firms with monopsony power face an upward-sloping labor supply curve, market power 

in labor markets leads to lower wages for workers as well as lower employment relative to a 

competitive equilibrium. The extent and scope of monopsony power across labor markets thus 

has important implications for the distribution of earnings and inequality (Webber 2015). For 

instance, monopsony power in local labor markets for certain industries and occupation is one 

explanation for the findings that minimum wages and teachers’ unions do not reduce (and may 

increase) employment (Card and Krueger 1995; Lovenheim 2009). Moreover, an emerging 

literature shows strong gender differences in commuting preferences, leading to a concentration 

of women in service intensive local labor markets close to where they live (Le Barbanchon et al. 

2020; Petrongolo and Ronchi 2020). If men and women sort into local labor markets and 

occupations characterized by different degrees of labor concentration, it is likely that some of the 

persistent gender gap in labor market outcomes is driven by monopsony power. These arguments 

underscore the importance of understanding the extent of market power that employers exercise 

in order to inform optimal labor market regulation.  

 Accurately measuring monopsony power is critically important for public policy. For 

example, the US Congress has proposed giving the Department of Justice the charge to regulate 

the effects of prospective mergers and acquisitions on labor market concentration, similar to the 

way product market concentration is examined under current statutes. A key component in those 

proposals is the use of labor market concentration measures that are calculated within an 

occupation or industry. However, workers move across occupations and industries; failing to 

account for these outside options will make labor demand appear more concentrated than it 

actually is. By using measures that overstate the extent of monopsony power, regulators may 

impose limits on firm actions that might otherwise pose no threat to labor market competition or 

prevent mergers that might otherwise lead to earnings growth for workers and owners. 

A large literature has used occupation- or industry-based measures of labor market 

concentration to estimate monopsony power. This literature has struggled to estimate the extent 

of monopsony power broadly in the labor market, in part due to the difficulty of grouping similar 

occupations together, and there has been little attention paid to workers’ outside options. In this 
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paper, we extend the literature on monopsony and labor market concentration by taking a skills-

based approach to estimate the causal effect of monopsony power on labor market outcomes, 

with a particular focus on gender differences. Prior research examining industry, firm, or 

occupational concentration essentially proxies for worker type using these classifications. Such 

approaches are limiting because worker skills are substitutable across firms, occupations and 

industries. For example, an administrative assistant in one firm or industry can perform that job 

in another firm or industry. His skills also can translate to other occupations, such as a 

bookkeeper, office manager, or receptionist. Thus, we argue that the concentration of skill 

demand is a more relevant measure of labor market concentration than has been used in prior 

work. Beginning with Autor, Levy, and Murnane (2003), a large body of research has 

demonstrated the central importance of skills to understanding labor demand and the dynamics 

of earnings, wages, and employment. We are the first to apply these insights to the study of labor 

market concentration and monopsony.   

We use Norwegian register data that allow us to link employers and employees as well as 

observe the local labor market in which an individual works, their background characteristics, 

and their occupation. We combine these data with information on skill content from O*NET. 

Following Autor, Murnane, and Levy (2003) and Acemoglu and Autor (2011), we consider six 

different skills: non-routine cognitive analytical, non-routine cognitive interpersonal, routine 

manual, routine cognitive, non-routine manual, physical adaptability, and non-routine 

interpersonal adaptability. We first standardize each skill measure, and then we perform 

hierarchical clustering to split occupations into 20 distinct skill groups that are characterized by 

different combinations of these skills. Occupations within each skill group are similar in terms of 

their overall skills requirements across these six categories, which we additionally validate using 

worker flows across occupations.  We use commuting zones as our base geography, of which 

there are 160 in Norway. This allows us to separate areas into distinct labor markets, however we 

also examine whether skill demand concentration affects mobility across these commuting zones.  

We calculate a Herfindahl-Hirschman Index (HHI), which is the sum of squared 

employment shares across establishments in each skill cluster and labor market. To identify the 

effect of labor market skill concentration on wages and employment, we use involuntary 

displacements from establishment closures and mass layoffs. A mass layoff is defined as an 

establishment losing at least 30 percent of its workforce in a given year. We estimate triple 
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difference models in which we examine how outcomes change after an involuntary displacement 

event differentially by the HHI of a worker’s skill cluster.  

There are two identification assumptions we invoke, which is similar to any triple 

difference analysis. The first is that there are no secular trends in labor market outcomes among 

workers who will experience an involuntary displacement because of establishment closures or 

mass layoffs as a function of the skill demand concentration in his skill cluster. For example, if 

wages among those in a concentrated skill group were trending downward (relative to those in a 

less concentrated skill group) prior to an establishment closing, it would bias our wage estimates 

in a negative direction. We present event studies that demonstrate no evidence of such 

differential trends prior to an establishment closing. The second assumption is that there are no 

shocks that occur at the same time as an establishment closing or mass layoff that differentially 

affect workers in more versus less concentrated skill clusters. Put differently, the size of the 

shock that caused the displacement event cannot vary systematically with the concentration of 

skills. While difficult to test directly, we know of no reason that this would be the case and show 

extensive evidence that our results are robust to the most likely sources of such bias.  

We first present evidence of substantial variation in skill demand concentration across 

and within labor markets in Norway. A variance decomposition shows that within-LLM 

variation in labor market concentration accounts for around 70 percent of the total variation in 

labor market concentration that we observe. We compare HHI concentration measures using skill 

clusters, occupations, and industries and show that, especially for small and mid-sized labor 

markets, our skill-based measure exhibits lower levels of concentration. This is an expected 

finding, because the skill-based measure allows for substitution across industries and occupations 

with similar skill requirements in a way that the industry- and occupation-based measures do not. 

Our large sample size and linked demographic information allows us to examine differences by 

gender and education as well. We show that the women tend to be in skill groups that are much 

more concentrated than men and that the gender gap in concentration is substantially larger using 

the skill-based measure relative to the occupation- or industry-based measures. There is little 

variation in skill concentration by worker educational attainment, however. Importantly, our 

results provide an additional explanation for the persistence of the gender wage gap in most 

industrialized nations (Blau and Kahn 2003).  

The results from our triple difference analysis show that workers who experience a mass 
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separation have worse subsequent labor market outcomes when they are in more concentrated 

skill clusters. We scale effects relative to a 0.10 point increase in the HHI, which is the 

difference between a low-concentration (<0.15) and a high-concentration (>0.25) labor market 

according to the Horizontal Merger Guidelines used by the antitrust division of the U.S. 

Department of Justice. A worker with a 0.1 higher HHI who experiences a mass layoff or an 

establishment closure has earnings that are 9,120 Krone lower after the event, which is 1.78% 

relative to the mean. We find positive but not statistically or economically significant effects on 

being out of the labor force and on employment, suggesting that the wage effects are driven 

predominantly by intensive rather than extensive margin responses.  

Consistent with the importance of the intensive margin response, a 0.1 point HHI 

increase leads to a 1 percentage point increase in the likelihood of working part time after 

separation. We proxy for the quality of an individual’s occupation by calculating the average 

proportion of national workers in that occupation without a high school degree and with at least a 

BA degree. Using these measures of occupational skill, we find strong evidence of reduced skill 

upgrading and increased skill downgrading in higher HHI clusters after separation. We also 

present evidence that skill mismatch (as defined by working in another skill cluster) decreased by 

1.6 percentage points, which is approximately 4% of the mean. Hence, those in more 

concentrated labor markets are less likely to switch to an occupation that requires different skills 

after a closure or layoff. Finally, we show that workers in concentrated skill clusters are less 

likely to move to another labor market post-separation, although the estimates are not significant 

at conventional levels. Taken together, these results are consistent with skill concentration 

leading to more market power among employers, which reduces wages and hours on the 

intensive margin. These effects are driven in part by the fact that those in more concentrated 

industries exhibit more rigidity in their job search after separation.  

The effect of monopsony power on post-separation earnings is larger for men than for 

women: male wages decline by 11,890 Krone (or 2.04%), while female wages are reduced by 

4,812 Krone (1.13%). However, women face significantly higher levels of market concentration 

on average, suggesting that they may be disproportionately affected by monopsony power. The 

skill mismatch and mobility effects are concentrated among women. Interestingly, effects among 

married and non-married women are similar. The reduced cross-labor market mobility effect is 

concentrated among non-married women, which suggests the higher rigidity among female 
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workers is not driven by the marriage market. We also show that the earnings effects are largest 

for men and women with young children, indicating that these households experience 

particularly high search frictions in more concentrated labor markets.   

We additionally find important heterogeneity by educational attainment. The negative 

earnings effects of concentration following displacement grow from 0.7 percent for those with 

less than a high school diploma to 4 percent for those with a BA or more. Given that those with a 

post-secondary degree are more likely to be in occupations that use cognitive skills, this finding 

aligns with recent work showing that individuals in jobs characterized by high levels of non-

routine, cognitive skill are more likely to encounter monopsony power (Bachmann, Demir, and 

Frings, 2019). Higher-educated workers are also more likely to move to a different labor market 

post-separation when they face a more concentrated labor market. We argue that this result is 

driven by these workers having access to a more national labor market.  

Finally, we run horse-races between the industry HHI measure and our skill HHI measure 

as well as between the occupation HHI measure and our skill measure. That we have sufficient 

power to estimate different effects highlights that these concentration measures are substantively 

different. Including the industry or occupation HHI measure does not affect our results or 

conclusions, and the skill HHI measure we use has independent explanatory power.  

We are the first to bring together the literatures on monopsony power and skill demand in 

labor markets. Taking a skills-based perspective allows us to substantially advance our 

understanding of monopsony power and labor market concentration by accounting for worker 

outside options, which we show is empirically important relative to measures used in prior work. 

Our main contribution thus is to provide a method for systematically grouping together 

occupations using the skill content of different jobs and to pair this new measure with a credible 

empirical strategy for identifying the causal effect of concentrated labor demand on workers.   

The previous literature on monopsony has taken three approaches.2 The oldest strand of 

research directly estimates labor supply elasticities in specific markets, such as nursing (e.g., 

Sullivan 1989; Matsudaira 2014; Staiger, Spetz, and Phibbs 2010) and teaching (e.g., Merrifield 

1999; Falch 2010). These estimates come to differing conclusions about the size of labor supply 

elasticities and hence the extent of monopsony power in these markets. A second body of work 

comes out of the dynamic labor supply model of Manning (2003) and estimates labor supply 

                                                            
2 See Manning (2020) for a review of the monopsony literature.  
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elasticities using separation rates (e.g., Hirsch, Schank, and Schnabel 2010; Ransom and Sims 

2010; Ransom and Oaxaca 2010). These studies report more consistent labor supply elasticities 

on the order of 2-4, which indicates a moderate amount of market power by employers.  

More recently, a number of papers have attempted to directly measure labor market 

concentration and then examine how concentration affects wages and employment (Azar, 

Marinescu, and Steinbaum 2020; Azar, et al, 2020; Azar, Berry, and Marinescu 2019; 

Benmelech, Bergman, and Kim 2018; Marinescu, Ouss, and Pape 2019; Qiu and Sojourner 2019; 

Rinz 2018; Hershbein Macaluso, and Yeh 2018). This literature universally examines 

concentration with respect to occupations or industries and finds that higher labor market 

concentration reduces wages and employment. Our paper extends this literature by embedding a 

direct, skill-based measure of worker’s outside options to more accurately quantify the 

concentration of labor demand faced by workers. As we show, concentration measures based 

exclusively on occupation or industry overstate the extent of monopsony power because they fail 

to account for worker flows. Additionally, prior work on labor market concentration has used a 

variety of labor demand instruments that require stronger assumptions than the approach we take 

in this analysis.   

Only one other paper of which we are aware attempts to embed outside options in the 

analysis of labor market concentrations. Schubert, Stansbury, and Taska (2020) use Burning 

Glass Technologies vacancy data and create an “outside-occupation option index” that is a leave-

one-out weighted mean of local wages, where the weights are a combination of national 

occupation transitions and local worker shares in different occupations. The focus of their paper 

is on separately identifying effects of concentration (based on occupational vacancies) and of the 

value of the outside option on posted wages.3 Their findings indicate that higher concentration 

reduces posted wages, while a higher value of the outside option leads to a higher posted wage. 

The result most aligned with our analysis is that concentration effects are larger in magnitude for 

workers who face worse outside options.  

Our paper makes several contributions relative to Schubert, Stansbury, and Taska (2020). 

First, we employ a skill-based measure of outside options rather than a job transition based 

                                                            
3 Specifically, they employ two separate instruments. They use a labor demand instrument based on the differential 
effects of national employer growth on local occupational demand to identify the effect of concentration of wages. 
To identify the effect of the outside option, they use a shift-share instrument that is composed of national wage 
changes in each occupation interacted with local employment shares in each occupation.  
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measure. We show that the skill-based occupation clusters we use correlate with job transition 

likelihoods, but there is independent variation in each measure. Job switching is an equilibrium 

outcome, while the skill demands of a given profession are less sensitive to underlying labor 

supply and demand forces. Hence, the skill-based measure of the outside option that we use is of 

independent interest. Second, Schubert, Stansbury, and Taska (2020) do not embed the notion of 

an outside option directly into their measure of concentration. Instead, they examine 

concentration and outside options separately and then estimate models with the interaction of 

these two forces. The wage available in a worker’s outside option may, in itself, be a product of 

labor market power, however. An accurate measure of labor demand concentration must directly 

include workers’ outside options, including the degree of monopsony power in those outside 

options, to account for the ability of workers to switch to less concentrated occupations for which 

they are qualified. This is what our skill-based concentration measure accomplishes, and this is 

the first paper in the literature to include such outside options directly in labor market 

concentration measures.4 Third, we rely on mass layoffs and establishment closings that allow us 

to identify concentration effects under weaker assumptions. Furthermore, our ability to observe 

demographic information of workers permits an analysis of heterogeneous treatment effects that 

is not possible with vacancy data.   

   

2. Institutional Background, Registry Data, and Variable Definitions 

In this section, we provide a brief overview of employment relations in Norway. Moreover, we 

introduce the employer-employee data and provide a detailed description of the rich Norwegian 

administrative registers underlying our analysis. Finally, we carefully describe how the variables 

of interest are constructed.   

                                                            
4 Macaluso (2017) and Caldwell and Danieli (2018) provide additional analyses of outside worker options. 
Macaluso (2017) develops the concept of “skill remoteness,” which is designed to measure the difference between 
worker skills and the skills demanded in the local labor market. Using the NLSY79, she finds that more skill-remote 
workers experience worse labor market outcomes post-layoff. Notably, this is a different parameter from the one we 
estimate: skill-remoteness and labor demand concentration are conceptually and empirically distinct concepts, 
however our results support one another in showing the importance of local skill demand in driving post-separation 
outcomes. Similarly, Caldwell and Danieli (2018) estimate an “outside option index” that incorporates worker and 
job information (including skills) to estimate the value of each worker’s outside option. They show using German 
data that workers with more valuable outside options experience better post-layoff outcomes. These findings align 
with those in Macaluso (2017) but is distinct from our examination of how the concentration of labor demand that 
includes outside options based on skill affects post-separation outcomes.  
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 2.1. Institutional Background 

Similar to other Nordic countries, Norway is characterized by a high degree of employment 

protection and generous unemployment benefits (Emerson 1987, Botero et al. 2004). When a 

firm decides to downsize, there is no strict rule determining the order in which workers should be 

laid off.5 However, seniority is a strong norm and is institutionalized in agreements, such that 

firms are encouraged to lay off the less senior workers as long as the workers are otherwise 

identical. In practice, it is very difficult to verify the “all else equal” condition, such that this 

seniority rule often does not represent a binding constraint. Employment contracts require 3 

months’ notice of termination decisions. There is no generalized legal requirement for severance 

pay; however, workers may be induced to leave voluntarily through severance pay and job 

search assistance. 

Unemployment benefits are quite generous and are available to individuals who 

involuntarily had their work hours reduced by at least 50 percent and had an income over a 

certain minimum amount ($16,500 in 2019) before becoming unemployed. The replacement rate 

is 62.4 percent of the previous year’s pay, or 62.4 percent of the average pay over the last 3 

years. The standard entitlement period during our analysis period was 104 weeks. After this 

period, if still unemployed, a worker may be eligible for means-tested social support, or may be 

eligible for disability pension and thus leave the labor force permanently.6 Approximately 78 

percent of displaced men in our sample are re-employed one year after displacement (Huttunen, 

Møen and Salvanes 2011). 

 

2.2. Norwegian Register Data  

Our primary data come from linked employer-employee records that cover all Norwegian 

residents between the ages of 16 and 74 in the years 2003-2017. The data combine information 

from various administrative registers, such as the education register, the family register, the tax 

and earnings register, and the social security register. A unique person identifier enables us to 

                                                            
5 There is one important exception: there are stringent restrictions that limit the capacity of firms to dismiss sick 
workers (“The Norwegian Working Environment Act”). 
6 Specifically, once an individual has turned 64, the time restriction on UI benefits is removed, such that the individual 
can keep receiving UI benefits until she reach the retirement age of 67, at which point she begins receiving public 
pension benefits instead (Johnson, Vaage and Willén 2019).  
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follow workers over time, and unique firm and establishment identifiers allow us to identify each 

worker’s employer and to examine whether establishments are downsizing or closing down. 

Moreover, we have a code for the individual’s municipality of residence each year. 

Establishment and regional labor market characteristics such as industry, size, and the rate of 

unemployment also are available. 

 Our data provide detailed earnings and employment information of each individual in the 

country. Labor earnings are measured as annual pre-tax labor income. The included components 

are regular labor income, income from self-employment, and benefits received while on sick 

leave, being unemployed or on parental leave.7 We also use an alternative variable, market wage, 

which is pre-tax income net of government transfers. Given the generous unemployment benefits 

available to workers in Norway, it is interesting to examine and compare any potential labor 

market effects across these two measures. Employment status (employed, unemployed, and not 

in the labor force) is defined based on the individual’s status in the labor register. Job tenure is 

measured in years, using the start date of the employment relationship at a given firm. 

In addition to labor market characteristics, the data provide us with a broad set of 

demographic and socioeconomic characteristics of the individuals, including variables such as 

gender, age, education, marital status, and family composition. Education is measured as the 

normalized length of the highest attained education and comes from the education register, where 

each institution reports its graduates to Statistics Norway.  

Table 1 presents summary statistics of key variables from our data. Labor earnings and 

market wage are quite similar on average, suggesting that most variation in labor earnings is 

driven by market wages rather than by government transfers. On average, those in our analysis 

sample are 46 years old, 42% are female, and 56% are married. The modal worker has a high 

school diploma, while almost 40% have earned a BA or a graduate degree.  

 

2.3. Measuring Skill Concentration 

The Norwegian register data contain detailed information on individuals, but they do not contain 

occupation-specific skill characteristics. To identify the relevant skills and tasks of each 

occupation, we therefore use the metrics of occupation characteristics in the 2019 edition of the 

                                                            
7 This measure is used by the national government when calculating pension benefits in the universal pension 
system.  
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Occupational Information Network (O*NET) survey, which is fielded by the US Department of 

Labor. In the survey, workers and occupation-specific experts are asked about the knowledge, 

skills, abilities, and tasks associated with each occupation. To use these data, we crosswalk the 

Norwegian occupation classification system (STYRK) to the Standard Occupational 

Classification (SOC) of the O*NET database using the crosswalk constructed in Hoen (2016).8 

With this matching algorithm, we are able to match 96 percent of employees in our data to 

relevant SOC codes in the O*NET database.  

We focus on six skill categories similar to those in Autor, Levy, and Murnane (2003) and  

further expanded in Acemoglu and Autor (2011): routine, manual; non-routine, physical 

adaptability, manual; non-routine, interpersonal adaptability; routine, cognitive; non-routine, 

cognitive, interpersonal; and non-routine, cognitive, analytical. Table 2 details each of the raw 

O*NET importance measures that enter the above composite measures. We standardize each of 

the raw O*NET measures shown in Table 2 with mean zero and standard deviation one and then 

combine them into the composite skill measures shown in the table. To account for the fact that 

each composite measure incorporates a different set of raw measures, we re-standardize the 

composite measures to have mean zero and standard deviation of one.9 

 Using these six skill measures, we perform hierarchical agglomerative clustering analysis 

to split all occupations in the Norwegian labor register into 20 distinct groups based on the 

similarity of skills across the occupations.10 Our algorithm starts by treating each occupation as a 

separate cluster. It then repeatedly identifies and combines the two clusters that are closest 

together based on their correlative distance, which is one minus the Pearson correlation between 

two occupations. This iterative process continues until all occupations have been grouped into 20 

distinct clusters. We chose 20 clusters because this is approximately the number of industrial 

                                                            
8 STYRK is a modified version of the EU International Standard Classification of Occupations (ISCO-88(COM)), 
which is a modified version of the International Labor Organization’s system ISCO-88. The latter can be mapped 
directly to CEN2000 using a crosswalk from the National Crosswalk Center, and the CEN2000 can similarly be 
mapped to SOC. See Hoen (2016) for a technical discussion on the algorithm used to construct this crosswalk.   
9 Note that the O*NET data are collected at the Standard Occupational Classification (SOC) code level, which is a 
designation that is finer than Census occupation codes. As the crosswalk from the Norwegian occupation system to 
the SOC codes is done using the Census occupation codes, we follow Acemoglu and Autor (2011) and create a 
weighted average of each skill rating in the O*NET by Census occupation code by weighting by total employment 
in each SOC code using the BLS Occupational Employment Statistics (OES) data for 2003-2017.   
10 When evaluating candidates for the optimum number of clusters, we use the “nbclust” package in R developed by 
Charrad et al. (2014).  
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categories, which facilitates comparisons across concentration measures.11 We also have used a 

number of different validation techniques to identify the “optimal” number of clusters. While the 

optimal number differs somewhat across methods, all methods show that using 20 skill clusters 

fits the data well in the sense that 20 is either close to the optimal number of clusters or is in a 

flat part of the objective function that is used to find the optimal number of clusters. The details 

of this cluster validation analysis are available from the authors upon request. 

 Descriptive tabulations of demographic characteristics for each skill cluster are shown in 

Online Appendix Table A-1. The skill clusters differ considerably in terms of their size and 

composition, with the smallest cluster (4) consisting of 153 observations and the largest (1) 

consisting of 494,250.12 The clusters also differ considerably in percent female, from a low of 

10% for cluster 4 and a high of 90% for cluster 12. Similarly, there is much variation in the 

educational credentials of works in these different clusters. The large differences in the 

composition of workers across skill clusters underscores that occupations in different clusters are 

competing for different types of workers. Importantly, skill clusters regularly cross industry 

categories, which is one of the most important innovations in our approach. 

Online Appendix Table A-2 shows labor earnings, percentage of the workforce that is 

part-time, and the rank for each of the six composite skills we use to construct the skill clusters. 

These rankings provide some insight into which skills are important in each cluster. For example, 

occupations in skill group 1 require high levels of non-routine skills, skill cluster 15 includes 

more routinized professions, and skill cluster 10 includes manual skill jobs.  Some skill clusters, 

such as 5, require high levels of all skill, while other like cluster 17 are highly focused on one 

skill (non-routine, manual, physical). Part-time work and earnings vary considerably across these 

skill groups as well. In general, skill clusters that require more non-routine skill have higher 

earnings, which is consistent with prior research (Autor, Murnane, and Levy 2003).  

 Market concentration is calculated using the Herfindahl-Hirschman Index for each of the 

20 skill clusters in each local labor market. The local labor market is defined based on 

                                                            
11 If we have a significantly different amount of skill clusters than industries, part of the variation in labor market 
concentration across the two measures would be mechanical.  
12 Allowing for different densities and sizes of clusters is one clear advantage of hierarchical clustering over 
partition methods such as k-means clustering in this context. In our validation exercises, hierarchical clustering 
outperforms k-means on nearly every measure. 
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commuting distance and divides the country into 160 regions (Gundersen and Juvkvam, 2013).13 

The HHI is the sum of the squares of the labor shares of the establishments within the skill 

cluster and local labor market. The measure is proportional to the average labor share, weighted 

by labor share. It can range from 0 to 10,000, where 10,000 is indicative of a single monopolistic 

establishment in the market. Hence, the HHI measures the concentration of labor demand for a 

given skill grouping across establishments in a local labor market. According to the Horizontal 

Merger Guidelines used by the antitrust division of the US Department of Justice, an HHI score 

below 1,500 indicates an unconcentrated market, a score between 1,500 and 2,500 indicates a 

moderately concentrated market, and a score above 2,500 indicates high market concentration. 

To facilitate the interpretation of our results, we discuss the magnitude of our estimates relative 

to a 1,000 point HHI increase. This is the difference between an unconcentrated and a highly-

concentrated market. When we estimate our empirical models below, we use an HHI scale of 0-1 

rather than 0-10,000, and we scale our results relative to a 0.1 change in the HHI.  

 In addition to computing HHI based on skills, we also construct HHI measures based on 

industry, occupation, and education. The industry classification is based on the Standard 

Occupation Classification in Norway and consists of 21 aggregate industries.14 The occupation 

classification is based on 2-digit occupational codes using the Standard Occupation 

Classification in Norway and consists of 43 aggregate occupational groups. Finally, we have 

calculated the HHI for each education level, where education is split into 4 groups (less than high 

school, high school, some college, and BA+). 

 

2.4. Involuntary Job Displacement 

Our main empirical strategy, discussed in Section 4, is to leverage involuntary job displacements 

caused by mass layoffs or establishment closures. We examine how subsequent labor market 

outcomes are affected by these displacements as a function of the local labor market 

concentration faced by workers. To operationalize this approach, we follow the existing job 

displacement literature in defining treatment and control groups (e.g., Huttunen, Møen and 

Salvanes, 2011). First, we define a base year for each worker. For the treatment group (workers 

                                                            
13 Local labor markets span more than one municipality (the lowest administrative unit consisting of 435 
municipalities during our analysis period), but are typically smaller than counties (the second-lowest administrative 
unit). 
14 See https://www.ssb.no/en/klass/klassifikasjoner/6 
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experiencing a mass layoff), the base year is year 0, with the displacement event taking place 

between year 0 and year 1. For the control group (workers not experiencing a mass layoff), we 

include individuals who were not displaced in those two calendar years. Hence, we compare 

post-base year outcomes for persons displaced in the base year to persons who are not displaced 

in that same year.  

To ensure that the treatment and control groups are as similar as possible, we restrict our 

analysis to workers who have been continuously employed for at least 20 hours a week during 

the last five year prior to the base year. This implies that our analysis sample consists of workers 

highly-attached to the labor market.15 Table 1 shows that 96.5% of those in our analysis sample 

are employed, and only 3.2% are not in the labor force. This high labor force participation is a 

reflection of focusing our analysis on a set of individuals who are initially employed.  

Because of the structure of our data, an individual who experiences a displacement will 

appear in only one base year, while those in the control group can appear in multiple base 

years.16 We follow people for 11 years in total – from 5 years before the base year to 5 years 

after the base year. Because we consider displacements that occur in several different years, in 

the analysis we redefine each base year as year 0. This enables us to stack the data and run 

pooled regressions using all years in event time. In doing so, we always control for the year that 

the displacement (or non-displacement) occurred.  

 The base years we use for our analysis are 2008 through 2012. We begin in 2008 as this 

represents the first year in which we have detailed and consistent information on occupational 

codes for each worker, such that we can reliably match them to the O*NET database on skills.  

We end in 2012, since we are interested in following workers for five years post the base year, 

and our register data go through 2017. Note that even if we do not have detailed information on 

their occupational codes prior to 2008, we do have detailed information on hours worked, 

employment, and earnings. As such, we are still able to follow these individuals in the five years 

prior to the base year.  

The register data include information on all Norwegian residents aged 16-74 in the 

relevant year. Importantly, the data include both a person identifier and an establishment 

                                                            
15 This likely implies that the estimates we obtain in our analysis represent a lower bound, as less attached workers 
may find it more difficult to return to work following an involuntary displacement.  
16 It is possible that workers experience more than one mass layoff in our data, but this is quite rare in practice.  
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identifier, so we can identify instances in which a person is working in a particular establishment 

in a particular year but is no longer with that establishment the following year. Furthermore, we 

can identify establishment closures from situations in which an establishment identifier 

disappears from the data and measure employment changes at establishments by simply counting 

how many workers are in each establishment in each year. We follow the previous literature by 

defining displaced workers as workers who separate from an establishment that closes down or 

reduces employment by 30% or more in the year that the separation takes place (See Jacobsen, 

Lalonde, and Sullivan 1993).17 To ensure that our measure of mass layoffs is not driven by 

sporadic displacements among small firms, we restrict our sample to workers at firms that have 

at least 10 employees. This is consistent with the previous literature on mass layoffs and 

establishment closures (e.g., Huttunen, Møen, and Salvanes 2011).  

 

3. Descriptive Evidence on Labor Market Concentration 

In this section, we present descriptive evidence on our skill-based measure of labor market 

concentration and compare it to measures that use industry, occupation, and worker educational 

attainment. As we demonstrate, the skill-based measure we use contains independent variation 

from these other measures. In Section 5, we show evidence that the skill-based concentration 

measure has more empirical relevance for labor market outcomes following a mass layoff than 

do some of the other common concentration measures used in the literature.  

Figure 1 shows average HHI by local labor market, where we have ordered local labor 

markets by the number of workers in each area. The size of each point represents the size of the 

local labor market, which is why the points get larger moving left to right along the x-axis. Panel 

(a) of the figure shows the skill-based HHI by LLM. There is a clear negative relationship 

between the size of the LLM and the amount of concentration. This is sensible, because there is 

greater scope for concentration in smaller markets. The largest LLM – Oslo – as well as the 

larger cities in Norway exhibit low levels of concentration that are under 1,500. However, for a 

large number of LLMs there is substantial concentration of over 2,500 and a sizable mass 

between 1,500 and 2,500.   

The LLM concentrations shown in Panel (a) of Figure 1 are based on six skill categories. 

                                                            
17 Appendix Table A-8 provide information on the percentage of workers in our sample exposed to such events 
during our analysis period.  
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Local labor market concentration measures based on each individual skill are shown in Online 

Appendix Figures A-1 (for non-routine skills) and A-2 (for routine skills). The skill-based labor 

market concentration patterns shown in Figure 1 are predominantly driven by non-routine skills, 

and in particular non-routine cognitive analytical, non-routine cognitive interpersonal, and non-

routine interpersonal adaptability. That the non-routine skills are driving labor market 

concentration effects is a novel finding of our paper. This result is important because of the 

rising demand for such skills and the fact that these skills tend to be more concentrated in high-

earning professions.  

Panels (b) and (c) of Figure 1 show HHI measures calculated using occupations and 

industries, respectively. These measures align closely with one another, which is somewhat 

surprising because there are twice as many occupational categories as industry categories.18 

Moreover, these panels demonstrate that there is far more monopsony power when measuring 

concentration using industries and occupations than when using our skill-based measure. This is 

sensible, as the skill clustering is based on the idea that occupations with similar skill needs are 

more substitutable with one another, even if they are in different industries. While all three 

panels demonstrate a strong negative relationship between the concentration measure and local 

labor market size, at any given size the skill-based measure exhibits less concentration than does 

the other two measures. Hence, using industry- or occupation-based concentration measures to 

limit the degree of monopsony power in labor markets, which is the current antitrust practice in 

most industrialized economies, will overstate the degree of power that firms have. This is 

problematic, as it may lead regulators to impose limits on firm actions that might otherwise pose 

no threat to labor market competition or prevent mergers that might otherwise lead to earnings 

growth for workers and owners. 

We argue that the skill-based HHI is appropriately smaller because of cross-occupational 

mobility within skill clusters. One way to validate whether occupations within skill clusters are 

more substitutable than those across skill clusters is to examine occupational switching (Belot, 

Kircher, and Muller 2019). Online Appendix Table A-3 shows the likelihood that workers who 

switch occupations do so within versus across skill clusters, separately by skill cluster. On 

                                                            
18 There is a mechanical negative correlation between the number of categories over which the HHI is calculated and 
the resulting HHI. The reason is that with more categories, the share in any given category is likely to be smaller, 
which reduces the HHI.  
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average, the likelihood of job switchers moving within cluster is almost 66 percent. As a baseline 

for comparison, if workers switched evenly across clusters, the likelihood of a within-cluster 

move would be 5 percent. As the table demonstrates, the likelihood of switching within cluster is 

well above this baseline for each skill category. Specifically, it is above 40 percent for all but 

four categories, it is above 50 percent for 13 categories, it is above 60 percent for seven 

categories, and it is above 70 percent for three skill categories. The skill clusters with the most 

switchers tend to have the most within-cluster moves, which is why the weighted average is so 

high. Most importantly, Online Appendix Table A-3 shows that our skill clusters are informative 

about the types of jobs workers substitute across. The skill-based HHI measure captures this 

substitution behavior, which is why it exhibits less concentration than do industry- and 

occupation-based measures.  

The final panel of Figure 1 shows the HHI index calculated using completed education 

level of the worker (less than high school, high school, some college, and BA+). This measure is 

informative because skill concentration of occupations may be picking up variation in the 

composition of workers. That is, what looks like concentration on the labor demand side of the 

market is really concentration on the labor supply side of the market. Despite the fact that there 

are only four education categories, this measure leads to far lower levels of concentration than do 

the other three shown in the figure.  

To see the differences in concentration measures more easily, Figure 2 plots the 

difference in the HHI across measures for each LLM. As suggested by Figure 1, the skill-based 

HHI is systematically lower than the industry and occupation HHIs for all but the largest labor 

markets. Relative to the worker education based HHI, the skill-based measure demonstrates more 

concentration. The differences in these measures decline with the size of the workforce, which is 

sensible because regardless of the measure the large labor markets exhibit low levels of 

concentration.  

The rich nature of our register data allows us to examine differences in labor market 

concentration by worker gender and educational attainment. Panel (a) of Figure 3 shows the 

patterns by worker gender. The figure clearly demonstrates that women are in more concentrated 
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skill clusters than are men across the LLM size distribution.19 The clusters are the same for men 

and women, so the differences in the figure reflect only differences in occupational sorting 

between men and women. The differences are large: the average HHI for men is below 2,500 in 

almost all labor markets, whereas women face HHIs above 2,500 in most labor markets and face 

HHIs above 1,500 in all but the largest labor markets. To our knowledge, this is the first 

evidence in the literature of this gender difference across multiple occupations, which highlights 

that women face much more concentrated labor markets than do men.20 The evidence is clear 

that the occupations into which women sort are more concentrated in terms of their skill demand 

than is the case for men. We examine the implications of these difference below by estimating 

job separation effects separately by gender.  

Panel (b) of Figure 3 shows skill-based HHI patterns separately by worker educational 

attainment. Here, we split workers into those with less than a high school degree, a high school 

degree, and more than a high school degree. While there are small differences across groups, 

with some evidence that more-educated workers are in more concentrated skill clusters, the 

cross-group differences are small. The large gender-based heterogeneity in panel (a) does not 

translate into education-based heterogeneity in panel (b).21  

Figures 1-3 show that average skill-based concentration varies considerably across labor 

markets. However, most of the variation in skill-based HHI is within labor markets: a variance 

decomposition shows that 70% of the HHI variation is within, rather than between, local labor 

markets. Figure 4 presents this within-LLM variation directly. The points in the figure show the 

mean HHI, and the bars extending from each point show a standard deviation above and below 

the mean in that local labor market. Panel (a) demonstrates that there is an extensive amount of 

variation in concentration across skill clusters within a labor market. This is the variation we use 

directly in our empirical analysis below. Importantly, there is a large amount of variation across 

the LLM size distribution. Panels (b) and (c) of Figure 4 present the same information for men 

                                                            
19 Online Appendix Figure A-3 shows gender-specific HHIs for each LLM using occupation (panel a) and industry 
(panel b) measures. As in Figure 1, the HHIs using these alternate measures are higher, but the same gender gap 
evident in Figure 3 is also present in Figure A-3.  
20 This finding aligns with evidence of monopsony power in teaching and nursing, two heavily female-dominated 
professions (Sullivan 1989; Merrifield 1999; Staiger, Spetz, and Phibbs 2010; Falch 2010; Matsudaira 2014). 
However, these are just two professions, which underscores the importance of examining gender differences in 
exposure to monopsony power more broadly in the labor market.  
21 Online Appendix Figure A-4 shows skill-based HHI patterns by educational attainment, separately for men and 
women.. Aligned with Figure 3, there is more concentration among women than men, but for neither group is there 
much difference by educational attainment.  
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and women, respectively. There is considerably more within-LLM variation for women than for 

men, which is driven by different occupational sorting patterns by gender.   

Understanding the extent of skill-based labor market concentration and how it varies 

across labor markets is interesting in its own right, but ultimately, we are interested in estimating 

the implications of such concentration for labor market outcomes. The remainder of this paper 

focuses on this question. Figure 5 presents preliminary descriptive evidence of how different 

concentration measures are correlated with mean earnings in each LLM. Correlations using a 

skill-based measure, an occupation-based measure, and an industry-based measure of 

concentration are shown in panels (a) through (c), respectively. In Panel (a), there is a clear 

negative correlation between skill-based concentration and earnings, while in the other two 

panels no such relationship exists. This provides suggestive evidence that our skill-based 

concentration measure is better able to detect employer market power than are the industry- and 

occupation-based measures. The patterns in Figure 5 indicate the skill-based employer 

concentration negatively impacts wages. However, this is descriptive evidence, and there are 

many differences across LLMs that makes it challenging to interpret this cross-sectional 

variation as causal. We now turn to a strategy to identify the causal effect of labor market 

concentration on labor market outcomes to address these concerns.  

 

4. Empirical Approach 

In order to examine how skill-based labor market concentration affects earnings and labor 

market outcomes, we need exogenous variation in labor demand. An exogenous shift in the labor 

demand curve will identify the labor supply elasticity, which as discussed above is a critical 

measure for identifying monopsony power. To operationalize this strategy, we examine how 

outcomes among those who are affected by a mass layoff change relative to workers who are not 

affected by such a layoff as a function of the local labor market concentration a worker 

experiences because of where they work and the skill cluster of their pre-layoff occupation.  

 The thought experiment underlying our approach is to consider two observationally-

similar workers in the same skill cluster who lose their jobs because of a mass layoff but who 

face different levels of concentration based on the local labor market in which they work. We 

then compare how these workers’ outcomes change post-layoff relative to workers in their local 

labor market who were not affected by the mass layoff. To operationalize this idea, we estimate 
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triple difference models of the following form:  

 

𝑌௧௧್
ൌ 𝛼  𝛿𝐻𝐻𝐼௧್

 𝛾𝑆𝑒𝑝𝑒𝑟𝑎𝑡𝑒𝑑௧್
 𝜏𝑃𝑜𝑠𝑡௧௧್

 𝛽ሺ𝐻𝐻𝐼 ∗ 𝑆𝑒𝑝𝑒𝑟𝑎𝑡𝑒𝑑 ∗ 𝑃𝑜𝑠𝑡ሻ௧௧್

 𝜃ଵሺ𝐻𝐻𝐼 ∗ 𝑆𝑒𝑝𝑒𝑟𝑎𝑡𝑒𝑑ሻ௧௧್
 𝜃ଶሺ𝑃𝑜𝑠𝑡 ∗ 𝑆𝑒𝑝𝑒𝑟𝑎𝑡𝑒𝑑ሻ௧௧್

  𝜔ሺ 𝜋   𝜁௧  𝜙   𝜓    𝜂𝐼ሺ𝑡 െ 𝑡 ൌ 𝑗ሻ
ହ
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ሻ 

ଷ

ୀଵ

𝜆 𝜀௧௧್,            ሺ1ሻ 

 

where Y is a labor market outcome of individual i in skill cluster c, local labor market m, industry 

n, in year t and base year panel 𝑡. Our full model includes skill cluster (𝜋), year (𝜁௧), labor 

market (𝜙), industry (𝜓ሻ, and individual worker (𝜆) fixed effects. The model also includes 

controls for relative time to a forced mass separation, 𝐼ሺ𝑡 െ 𝑡 ൌ 𝑗ሻ.22 These relative time 

indicators are set to zero for those not experiencing a mass separation in the event window. We 

interact the skill cluster, year, labor market, industry, and relative time to forced mass separation 

fixed effects with educational attainment indicators (less than high school, high school diploma, 

and BA+, with some college the excluded category). These interactions, indexed by 𝜔, account 

for secular variation by time, location, and type of work that can differ by worker educational 

attainment.  Standard errors are clustered at the local labor market level throughout the analysis. 

Separated is a variable equal to one if a worker has experienced a separation from a mass 

layoff or establishment closing in 𝑡, and 𝐻𝐻𝐼௧ is the concentration measure for a worker 

based on her pre-separation skill cluster. Hence, HHI varies across skill clusters within each local 

labor market and year (as shown in Figure 4). Conditional on these controls, this is a triple 

difference model. The coefficient of interest, 𝛽, shows how outcomes change surrounding a 

separation relative to those who do not experience a separation as a function of the local labor 

market skill concentration. The variable 𝐻𝐻𝐼௧ controls for independent effects of local labor 

market concentration, while the direct effects of a mass layoff are accounted for by the variable 

𝑆𝑒𝑝𝑒𝑟𝑎𝑡𝑒𝑑௧್
. 

The coefficient 𝛽 represents the causal effect of losing one’s job in a more versus less 

concentrated skill cluster-labor market combination. The parameter is identified under the 

                                                            
22 Controlling for relative time and year fixed effects also implicitly controls for base year, as base year is collinear 
with relative time and calendar year.  
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assumption that mass layoff effects in less concentrated skill cluster-LLM combinations are an 

accurate counterfactual for mass layoff effects in more concentrated skill cluster-LLM 

combinations. Because this is a triple difference model and we control directly for relative time 

to separation effects, we do not require that separations from establishment closings and mass 

layoffs are exogenous. Rather, any endogeneity in such separations needs to be similar across the 

HHI distribution. There are two main potential threats to identification. The first is that there 

may be secular trends in outcomes surrounding separation that differ by HHI. The second is that 

there could be unobserved shocks that correlate with the timing of separations and that differ 

across the HHI distribution within the local labor market.  

To address the first concern, Figures 6-8 show event studies of job separation overall and 

for different HHI groups for three of our main outcomes of interest: earnings, labor force non-

participation, and part-time work. These event studies show raw means relative to the year of 

separation, so they do not include the extensive set of fixed effects and controls in equation (1). 

There are two main takeaways from these figures. The first is that in no figure or panel do we 

observe any evidence of pre-separation relative trends. In particular, earnings in Figure 6 do not 

exhibit any trends prior to separation. Recall that the identifying assumption we invoke is that 

these trends are all the same, not necessarily that they are zero. That they are indeed zero 

provides additional support for our empirical approach.  

The second takeaway is that adverse labor market effects are larger for higher-HHI 

workers. In Figure 6, log earnings drop by 0.15 log points among those with an HHI above 

2,500, while the effect is about -0.06 log points among those with an HHI under 1,000. Likewise, 

labor force non-participation and part-time work increase by much more in the high versus low 

HHI occupations after a mass layoff or establishment closure. These figures provide direct 

evidence that our estimates are not biased by differential pre-treatment trends in outcomes and 

that workers in more highly-concentrated occupations are more adversely affected by labor 

market shocks. Our regression results reinforce these findings.  

While Figures 6-8 suggest that our estimates are not biased by secular trends, they cannot 

speak to the existence of secular shocks. This identification assumption is not possible to test, but 

we highlight that such shocks are particularly unlikely in our triple difference setup. Such shocks 

would have to mimic the timing of mass layoffs and would have to be localized to the affected 

skill cluster. We view it as unlikely that such shocks exist systematically. In Section 6, we probe 
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the sensitivity of our results to some of the most likely sources of these secular shocks. We show 

that our results are insensitive to controlling for the size of the labor demand shock as measured 

by the number of workers displaced in a given skill cluster-LLM-year as well as to allowing the 

size of the LLM to have an independent effect post-separation. Our estimates also are robust to 

controlling for the share of workers in each skill cluster, LLM, and year. Hence, our results 

reflect the concentration of workers in a skill cluster across firms in a LLM, rather than the 

concentration of workers in a skill cluster in a LLM. We additionally emphasize that our results 

are robust to including or excluding industry, local labor market, skill, and individual fixed 

effects as well as relative time to separation fixed effects. In the presence of secular shocks, we 

would not expect our results to be insensitive to these controls. Furthermore, we show in Section 

6 that our results change little when we control for local labor market by year, skill cluster by 

year, or industry by year fixed effects. These estimates provide further support for the credibility 

of our empirical approach.  

 

5. Results 

 5.1. Main Results 

Table 3 presents estimates of β from equation (1) for labor earnings (Panel A) and market 

wage (Panel B). We build to the full specification across columns in order to assess the role 

played by various fixed effects and controls. Column (1) results show estimates that include 

controls for HHI and a post-separation indicator only. In column (2), we add relative time to 

separation and year fixed effects as well as fixed effects for local labor market, skill cluster, and 

industry. Column (3) shows results from the full model with individual fixed effects.  

In column (1), we find an effect on labor earnings of 115,186 Norwegian Krone, which 

translates to $12,187.23 This represents the separation effect of an increase from 0 to 1 in skill 

HHI. A more sensible way to scale the estimates is by 0.1, which represents going from a low-

concentration to a high-concentration market. This is shown below the estimates in the table and 

indicates an effect size of 11,519 Krone, or $1,219. Relative to the mean shown in Table 1, this 

estimate implies that a ten percentage point increase in the HHI leads to 2.25% lower earnings 

post-separation. The results are relatively stable across columns. The difference in the separation 

                                                            
23 We use an exchange rate of 0.105808 Krone per dollar: https://www.x-rates.com/table/?from=NOK&amount=1.  
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effect of a 10 percentage point increase in the HHI is 9,298 Krone, which is 1.81% relative to the 

mean, when we incorporate relative time to separation and year fixed effects as well as fixed 

effects for local labor market, skill cluster, and industry. In column (3) that includes individual 

fixed effects, the effect size is 9120 Krone. This represents a decline of 1.78% relative to the 

mean. That our results change little when we include a large battery of fixed effects that should 

be sensitive to secular trends and shocks supports the credibility of our empirical approach.  

The estimates for market wage in Panel B align closely with those for labor earnings in 

Panel A. We find an effect in column (3) of -10,983 Krone, or -$1,158, which is a 2.17% decline 

in post-separation wages when the HHI is ten percentage points higher. The estimates in the final 

two columns are similar, which again supports our empirical design.  

Taken together, the results in Table 3 indicate that workers in more highly concentrated 

skill clusters within a given labor market face a steeper labor supply curve when they lose their 

job because of a mass layoff or an establishment closure. Hence, firms that hire workers in more 

concentrated skill clusters face a steeper labor supply curve, which implies that they have more 

monopsony power. An important implication of this finding is that establishment closures and 

mass layoffs have much different impacts on subsequent wages in different labor markets. As 

Figure 1 demonstrates, skill-based HHIs range from close to zero for the largest labor markets to 

about 0.4 for the smallest. The effects of forced separation are about 9% larger in the most highly 

concentrated markets relative to the largest markets that exhibit little skill-based concentration.  

 While earnings are critical to examine in order to understand the relationship between 

skill concentration of labor demand and monopsony, it also is important to understand the 

mechanisms that drive the earnings response. In what follows, we examine different dimensions 

of worker responses to large involuntary separations as a function of the skill concentration in 

their labor market. In Table 4, we first examine labor force non-participation and employment 

responses. The table is laid out similarly to Table 3, and in no column do we observe much of an 

extensive margin response. The triple difference estimates are not statistically significant at 

conventional levels, and the separation effect of going from a non-concentrated to a concentrated 

market implies a change in labor force non-participation of 0.002 and a change in employment 
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likelihood of 0.001.24   

 Panel (c) of Table 4 presents effects on part-time work. The post-separation effect on 

working part-time grows by 1 percentage point when the HHI is 10 percentage points higher. 

Relative to the mean of 1.6 percentage points shown in Table 1, this is a large effect. Table 4 

thus shows that there is an intensive margin response, with post-separation workers in more 

concentrated markets more likely to work part-time, but there is no extensive margin response.  

 We next examine whether workers transition to different types of jobs in Table 5. We 

examine skill “downgrading” and “upgrading,” which are defined by the educational attainment 

level of workers in each occupation. “Downgrading” is measured by the percent of workers in 

Norway in each occupation who have not earned a high school diploma, while “upgrading” is 

measured by the percent of workers nationally who have at least a university degree. In Panels A 

and B of Table 5, the point estimates are aligned with workers being more likely to skill 

downgrade and less likely to skill upgrade, with estimates that are both statistically significant 

and economically meaningful. Given the evidence that workers are much more likely to transfer 

to jobs within versus across skill clusters (see Appendix Table A-3), in Panel C we examine the 

effect on skill mismatch. Skill mismatch is defined as changing skill clusters. Surprisingly, 

workers are less likely to switch skill groups when they lose their jobs and face more 

concentrated demand for their skills: a ten percentage point increase in HHI reduces the 

likelihood of switching skill groups post-separation by 1.6 percentage points.  

It is unexpected that higher skill concentration makes workers less likely to switch skill 

clusters. One mechanism underlying this finding could be changes in worker mobility. We 

examine whether workers move labor markets when they face a more concentrated market post-

separation in Panel D of Table 5. The estimates are negative, and they are of similar magnitude 

to the skill mismatch findings. That skill concentration makes workers less likely to switch to 

occupations in another skill group and less likely to move to another labor market suggests that 

search frictions are higher in areas where skill demand is more concentrated. Workers who lose 

their jobs in more concentrated markets appear to search less broadly with respect to occupations 

                                                            
24 We do not discuss mean effects for extensive margin results because our sample is comprised of those who are 
working prior to a separation. Marginal effects still are informative, but percent effects relative to the mean are not 
because of the high prevalence of labor force participation and employment in our sample. Note that our focus on a 
group of individuals highly attached to the labor market likely implies that the estimates we obtain represent a lower 
bound, as less attached workers may find it more difficult to return to work following an involuntary displacement.  
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and geography. The specific reasons for the higher search frictions in more concentrated markets 

are beyond the scope of our analysis. However, we note that recent research has demonstrated 

the importance of referral networks in reducing search frictions (Dustmann et al. 2016; Barwick 

et al. 2019). One explanation for our results is that referral networks are more concentrated when 

skill-based labor markets are more concentrated. Hence, more concentrated labor demand can 

lead workers to think less broadly about their job search.25 Further understanding this mechanism 

is a promising area for future research.  

 

5.2. Heterogeneous Treatment Effects  

In this section, we further probe the data and analyze potential heterogeneous effects of 

monopsony power following involuntary displacement events on the labor market outcomes of 

individuals by gender and education. 

5.2.1 Gender Differences 

Figure 3 shows that there are large differences in the skill concentration faced by men and 

women, with women on average being in more concentrated occupations even within the same 

local labor market. This finding underscores the importance of examining heterogeneous 

treatment effects by gender in order to assess the implications of differential concentration on 

labor market outcomes. In Panels A and B of Table 6, we examine effects for men and women, 

respectively. We focus on the eight outcome variables of interest from Tables 3-5.26 Effects on 

earnings are larger for men than for women. Men experience a decrease in earnings of 11,790 

Krone for each 10 percentage point increase in HHI when they experience a mass layoff, while 

the effect for women is 4,813. Relative to the mean, these represent 2.04 and 1.13 percent 

reductions in earnings for men and women, respectively.  

While the marginal effects are larger for men, women experience far higher skill-based 

HHIs on average than do men. As a result, skill-based employment concentration reduces female 

wages similarly to that of men. Specifically, using the average skill-based market concentration 

                                                            
25 Belot, Kircher, and Muller (2019) present evidence that unemployed workers search more broadly when they are 
provided with information about occupations that require similar skill to their prior occupation. Their results indicate 
that workers search without full information and that this information asymmetry limits the set of occupations to 
which they apply and the geographic area in which they consider jobs. Workers may have less information about 
alternative jobs for which they are qualified in more concentrated markets because these alternatives are less salient.   
26 Given the similarity between labor earnings and market wage, we show only the former when examining 
heterogeneous treatment effects. Results for market wage are available from the authors upon request.  
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across LLMs faced by females (2,350) and males (1,301) based on Figure 3, we calculate that the 

impact of skill-based employment concentration on the involuntary displacement of the average 

female is 2.66 percent, and for the average male is 2.65 percent, relative to the respective means.  

 Extensive margin effects are small and are not statistically different from zero for both 

men and women, and both genders react to job losses by working part-time by the same amount 

when concentration is higher. Men and women do exhibit some differences in job sorting due to 

skill concentration surrounding an involuntary displacement. Among men, there is a half 

percentage point increase in skill downgrading and a decrease in skill upgrading, although only 

the skill downgrading estimate is significant at even the 10% level. There also is a similarly-

sized (but not statistically significant) increase in the likelihood of skill mismatch and of moving 

labor markets. These results suggest that men are somewhat more likely to switch to lower-skill 

jobs that are outside of their initial skill cluster and LLM. For women, there is no change in skill 

upgrading or downgrading, but there are negative and statistically significant declines in skill 

mismatch and the likelihood of moving labor markets. Thus, the negative effects shown in Table 

5 for these outcomes are driven by women.  

 In order to understand this result in more depth, in Online Appendix Table A-4 we show 

gender-specific estimates broken down by marital status. The estimates do not vary much across 

married and unmarried people. The exception is that married women are somewhat more likely 

to work part-time than are unmarried women when they face a mass separation and higher skill 

concentration, and the reduced likelihood of moving is driven predominantly by unmarried 

women. This result is again surprising, as one might expect married women to exhibit less 

mobility than unmarried women. We also note that the results in Tables 6 and A-4 use overall 

HHIs to measure skill concentration. When we instead use gender-specific HHIs in Online 

Appendix Table A-5, the effect on the likelihood of moving is halved and no longer is 

statistically significant. The other results are similar to baseline, which suggests the labor market 

mobility results may be sensitive to the specific way in which we measure skill concentration.  

 One explanation for the gender differences we document may be related to the presence 

and age of children in the household. In Figure 9, we show earnings effects of concentration by 

gender and by whether the there is a “young child” under 6 (prior to schooling age), and “old 

child” between 6 and 15 (of compulsory schooling age), and no child.27 The figure demonstrates 

                                                            
27 Estimates for other outcomes are available from the authors upon request.  
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a clear pattern of declining effects by child age and by whether there is any child in the 

household. Interestingly, these patterns are similar for men and women. These results suggest 

that the presence of any children in the household, especially young children, exacerbates search 

frictions when concentration is higher.   

5.2.2 The Role of Education 

Skill-based concentration is most prevalent among occupations that require more non-routine 

skill (see Online Appendix Figures A-1 and A-2), and workers with more non-routine skill tend 

to be more highly educated. It therefore is instructive to examine whether there are 

heterogeneous treatment effects by worker educational attainment. Table 7 presents the results of 

this analysis. There is a strong gradient in the effect of skill-based concentration on post-

separation pensionable earnings by educational attainment level. Relative to the mean, a ten 

percentage point HHI increase induces earnings to be 0.7 percent lower among those without a 

high school diploma, 1.3 percent lower among those with only a high school degree, and 4.0 

percent lower among those with a BA or higher. That the earnings effects are concentrated 

among more educated workers aligns with the types of skill that drive the HHI variation. 

Furthermore, these results are interesting because they highlight the interaction between worker 

skills and the concentration of skill demand in each local labor market.  

 Our main results in Table 4 shows little extensive margin effect. Table 7 suggests that 

this aggregate null effect masks important heterogeneity by worker education level. Non-college-

educated workers increase employment when they face a more-concentrated skill-based labor 

market post-separation (significant at the 10% level), while there is a negative and statistically 

significant effect among those with a BA of about 0.7 percentage points. Highly-educated 

workers are also more likely to not be in the labor force. Hence, for the types of workers most 

likely to be working in occupations that are skill intensive in the skills that drive the HHI 

variation, there are modestly-sized extensive margin effects. All three education groups 

experience less skill upgrading and more skill downgrading due to more skill concentration post-

separation, but the negative skill mismatch effects are only present for those without a college 

degree. Finally, those with a BA are over 1 percentage point more likely to move to a different 

labor market post-separation when the HHI is 10 percentage points higher. Less-skilled workers 

are less likely to move, which drives the overall negative effect we find. This result is sensible 

because higher-skilled workers face a more national labor market and tend to be more mobile 
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(e,g., Machin, Pelkonen and Salvanes, 2012).28  

 

5.3. Comparisons with Other Concentration Measures 

We find strong evidence that workers who experience a mass separation have worse labor market 

outcomes post-separation when they are in more skill-concentrated markets. As discussed above, 

our skill-based HHI measure is novel, and so it is useful to compare it to more traditional 

measures of labor market concentration in order to understand the benefits of accounting for 

skill.  

 Table 8 presents horse-races between the skill-based HHI and the industry-based HHI 

(Panel A) as well as the occupation-based HHI (Panel B) measures.29 In Panel A, the effects on 

labor earnings clearly load on the skill-based HHI measure: the coefficient on the HHI-post-

separation treatment variable is positive and is not statistically different from zero at 

conventional levels. The estimate on the skill-based HHI interaction is similar to the baseline 

result in Table 3, and so accounting for industry HHI has little effect on the estimate. The 

outcome other than earnings for which there is a large concentration effect is part-time work, and 

for this outcome the HHI-based skill measure is clearly more relevant than the industry-based 

measure. Interestingly, the unexpected results that higher skill concentration reduces skill 

mismatch and cross labor market mobility post-separation largely disappears and loads on the 

industry HHI.  

 Panel B of Table 8 shows results from a horse race between skill- and occupation-based 

HHI measures. Two patterns emerge from this table. First, the estimates are similar to baseline in 

terms of their sign and statistical significance, however they are somewhat attenuated. Some 

attenuation is expected because occupations are perfectly nested within skill clusters. Hence, 

some portion of skill-based HHI will be captured by within-occupation concentration of 

employment. Second, for labor earnings and part-time work, both occupation and skill 

concentration matter in the same direction. It is important to emphasize that occupations are far 

more numerous than skill clusters, which stacks the deck against our skill-based measure in these 

                                                            
28 These results are consistent with those in Lin (2020), who shows that low-skilled workers are less likely to move 
due to trade-induced declines in labor demand.   
29 The prior literature is split between the use of occupation and industry concentration measures. Industry is used by 
Benmelech, Bergman, and Kim (2018), Rinz (2018), and Hershbein Macaluso, and Yeh (2018), while occupation is 
used by Azar, Marinescu, and Steinbaum (2020), Azar et al. (2020), Azar, Berry, and Marinescu (2019), Marinescu, 
Ouss, and Pape (2019), Qiu and Sojourner (2019), and Schubert, Stansbury, and Taska (2020).  
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regressions. That the skill-based concentration measure has strong and statistically significant 

independent effects on labor earnings and part-time work even after including occupation-

specific concentration in the model highlights the value of the skill-based measure. Indeed, the 

results in Panel B show that both occupation and skill concentration affect earnings and hours 

worked, which underscores the importance of accounting for both in analyses of labor market 

concentration.  

 Taken together, the results in Table 8 show that industry- and occupation-based 

concentration measures alone do not capture important aspects of monopsony power that affect 

worker earnings and other outcomes. Our skill-based concentration measure has independent 

explanatory power relative to these more commonly-used measures.  

 

6. Robustness and Sensitivity Analyses  

The baseline estimates in Section 4 support the theoretical predictions of monopsony power, 

whereby market concentration leads to economically and statistically significant negative labor 

market effects on the individual worker. In this section, we explore evidence on whether our 

results are driven by unobserved trends or shocks that are not accounted for by the controls and 

fixed effects in the triple difference framework outlined in Section 3. We first examine 

robustness to a series of additional control variables in Table 9, and then in Table 10 we explore 

the sensitivity of our results to adding a richer set of fixed effects into our model.  

 In Panel A of Table 9, we show results that control for the size of the demand shock, as 

measured by the number of displaced workers who are displaced in each labor market, year, and 

skill cluster. This robustness check addresses the concern that more concentrated markets may 

experience larger displacements, leading to a labor supply effect that would bias our estimates. 

The results are very similar to those presented in Tables 3 through 5. The magnitudes of the 

shocks that cause the displacement events therefore do not vary systematically with the 

concentration of skills in a way that biases our results. 

 Figure 1 shows a clear negative relationship between the size of the LLM and the amount 

of concentration, and thus it is possible that our main findings are driven by variation in labor 

market size rather than skill concentration. To explore this possibility, we include an interaction 

between the number of workers in a LLM-year and a post-separation indicator. These results are 
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presented in Panel B of Table 9 and are very similar to baseline. The effect of skill concentration 

on post-separation labor market outcomes is unaffected by controlling for labor market size.  

Panel C of Table 9 shows results from a modified version of equation (1) in which we 

control for the aggregate (non-firm-linked) skill-based HHI in the labor market. This is 

effectively the squared share of workers in each LLM, skill cluster, and base year.   

Conceptually, with this control we are comparing labor markets with the same skill composition 

but different firm shares of each skill group. The results produced by these regressions are 

extremely similar to our main findings and suggests our results are not driven by different skill 

distributions across local labor markets.  

While equation (1) includes a rich set of fixed effects, it still is possible that correlated 

shocks at the industry, skill cluster, and local labor market level affect our estimates. To further 

investigate this possibility, we estimate modified versions of equation (1) in which we include 

LLM-by-base year, industry-by-base year, and skill cluster-by-base year, fixed effects. The 

results are shown in Table 10 and are similar to our baseline findings. These estimates provide 

additional evidence that our results are not biased by secular shocks at the LLM, industry, or skill 

cluster level.  

 We additionally show how results change when we exclude any given skill cluster from 

the analysis. Understanding to what extent individual skill groups drive our results has important 

implications for the credibility of our empirical strategy and the generalizability of our findings. 

Appendix Figure A-5 show the result from this exercise with respect to labor earnings and 

demonstrates that the effects we identify are not driven by any one particular skill cluster. 

Results for our other outcomes are available upon request.30   

  Finally, it is possible that skill concentration has an impact on the probability of being 

involuntarily displaced. This would imply that there is non-random selection into the 

displacement sample as a function of the concentration measure, thus biasing our results. To 

directly examine this concern, Appendix Table A-7 provides results obtained from estimating the 

effect of labor market concentration on the probability of being displaced. The estimate is neither 

economically nor statistically significant, suggesting that our results are unlikely to be driven by 

selection into the treatment sample.  

                                                            
30 To ensure that individual base years are not driving our results, we also show results stratified by base year. These 
results are shown in Appendix Table A-6 and demonstrate that the results are similar across all base years.  
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7. Conclusion 

In this paper, we extend the literature on monopsony and labor market concentration by taking a 

skill-based approach and estimate the causal effect of monopsony power on labor market 

outcomes. The prior research examining industry, firm, or occupational concentration is 

essentially proxying for worker type using these classifications. These approaches are limiting 

because worker skills are substitutable across different firms, occupations and industries. Thus, 

we argue that the concentration of skill demand is a more relevant measure of labor market 

concentration than what has been used in prior work. We are the first to apply these insights to 

the study of labor market concentration and monopsony. 

We first show evidence of substantial variation in skill demand concentration across and 

within labor markets in Norway. We compare HHI concentration measures using skill clusters, 

occupations, and industries and show that our skill-based measure exhibits lower levels of 

concentration. In addition, we show that the women tend to be in occupations that are much more 

concentrated than men, and that the gender gap in concentration is substantially larger using the 

skill-based measure relative to the occupation- or industry-based measures. This is a novel 

finding of our analysis that has not been documented before. These results underscore the value 

of examining effects of concentration by gender: if men and women sort into local labor markets 

and occupations characterized by different degrees of labor market concentration, and if labor 

market concentration has a negative impact on an individual’s labor market outcomes, this may 

provide an additional explanation for the persistence of the gender gap in earnings.  

The results from our triple difference analysis show that workers who experience a mass 

separation have worse subsequent labor market outcomes when they are in more concentrated 

skill clusters. A worker experiencing a mass layoff or an establishment closure has earnings that 

are 9,120 Krone lower after the event, which is 1.78% relative to the mean. These wage effects 

are driven predominantly by intensive rather than extensive margin responses. In addition, we 

find suggestive evidence of reduced skill upgrading and increased skill downgrading in higher 

HHI clusters after separation. We also present evidence that skill mismatch decreased by 1.4 

percentage points, which is almost 4% of the mean. Hence, those in more concentrated labor 

markets are less likely to switch to an occupation that requires different skills after a closure or 

layoff. Finally, we show that workers in concentrated skill clusters are less likely to move to 
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another labor market post-separation, although the estimates are not significant at traditional 

levels. Taken together, these results are consistent with skill concentration leading to more 

market power among employers, which reduces wages and hours on the intensive margin. These 

effects are exacerbated by the fact that those in more concentrated industries exhibit more 

rigidity in their job search after separation.  

While the marginal effects are larger for men, women experience far higher skill-based 

HHIs on average than do men. As a result, the skill-based employment concentration reduces 

female wages similarly to that of men. Finally, we run a horse race between the industry HHI 

measure, the occupation HHI measure, and our skill HHI measure. That we have sufficient 

power to estimate different effects highlights that these concentration measures are substantively 

different. Including the industry or occupation HHI measure does not affect our results or 

conclusions, and the effects on wages and part-time employment load on the skill rather than 

these more conventional measures.  

This paper makes several contributions to the literature. First, we advance the burgeoning 

literature on labor market concentration by taking a skills-based approach to measuring 

concentration and by employing an identification strategy that can identify causal effects under 

weaker (or at least different) assumptions than has been used in prior work. Our analysis adds to 

this literature by using a skill-based measure of labor market concentration, which we argue and 

show empirically is a more powerful way to measure the concentration of labor demand that 

embeds workers outside options. Much of the prior research uses industry shares (Benmelech, 

Bergman, and Kim 2018, Rinz 2018, and Hershbein Macaluso, and Yeh 2018) or occupation 

shares (Azar, Marinescu, and Steinbaum 2020, Azar et al. 2020, Azar, Berry, and Marinescu 

2019, Marinescu, Ouss, and Pape 2019, Qiu and Sojourner 2019, and Schubert, Stansbury, and 

Taska 2020). Workers can shift across occupations and industries, and so the extent of the 

demand for a given worker in a local labor market is captured more accurately by the distribution 

of skill demand in a local area rather than by the distribution of industry or even his occupation.  

Second, we contribute to the literature on estimating the extent of monopsony. As 

discussed above, the existing literature on monopsony either directly estimates labor supply 

elasticities or estimates these elasticities using separation rates. A drawback of these studies is 

that they are necessarily focused on one occupation, such as teaching or nursing. The prior 

literature generally has struggled to estimate the extent of monopsony power more broadly in the 
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labor market, due in part to the difficulty of grouping similar occupations together. Our approach 

provides a method for systematically grouping occupations based on their underlying skill 

requirements, which allows us to assess the extent of monopsony in local labor markets across a 

much broader set of occupations.  

Third, our paper is the first to bring together the literature on monopsony with the 

growing body of research on the importance of skills in the labor market (e.g., Autor, Levy, and 

Murnane 2003; Peri and Sparber 2009; Acemoglu and Autor 2011; Autor and Dorn 2013; Goos, 

Manning, and Salomons 2014; Deming 2017). We segment the labor market according to skill 

content, demonstrating that employer market power operates through the concentration of skill 

demand. We are, to our knowledge, the first to take this approach to studying monopsony, and 

we show that skill-based concentration has larger effects on wages than does industry-based 

concentration. Our approach thus provides a new method for studying employer concentration 

and monopsony that is more broad than examining single occupations and is more informative 

than using occupation or industry-based concentration measures.  

Our methodological contribution and empirical results have important policy 

implications, since a precise measurement of monopsony power is essential for proper regulation 

of the labor market. As noted above, suggestions presented to the United States Congress support 

giving the Department of Justice the power to regulate the effects of prospective mergers and 

acquisitions on labor market concentration, similar to the way product market concentration is 

currently being examined. An essential part of those proposals is the use of labor market 

concentration measures that are calculated within an occupation or industry. As our results show, 

these measures may overstate monopsony power by omitting workers’ outside options. As a 

consequence, regulators may impose too strong limits on firm actions that might otherwise pose 

no threat to labor market competition and may even prevent mergers that might otherwise lead to 

earnings growth for workers and owners.   
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